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SUMMARY

This repors presents methods for transfer alignment (TA) of inertial navigation systems (INS)
which have been published in the accessible literature during the last three decades. Kalman
filtering techniques based on lincarised dynamics dominated in the literature of the subject.
Methods of TA can be classified as angular rates, velocity or position matching. In each case
a number of assumptions are made to ensure the validity of proposed technique. The
accurary of filters depends on the particular implementation viz. allowable manoeuvres and
time of TA, microprocessor used, vibration environment, inclusion of wing flexure into the
maodel, type of application under discussion (range of missile or time of flight), quality of
ouiput from inertial measurement units, etc. Authors briefly discuss methods of in-flight
transfer alignment of INS taking into account these assumptions.
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1. INTRODUCTION

The process of aligning au inertial navigation system (INS) using the data supplied by another
INS is called in the literature a transfer alignment. More strictly transfer alignment is defined as a
process of estimating the relative angular difference between positions of two (or more) coordinate
systems by measuring the position of each of the systems with respect to the two or more vectors

common to all coordinate systems (see [1]) for the purpose of updating and calibration of guidance
instruments,

In-flight transfer alignment (TA) is applicable in the following circumstances :

(1) correction of aircraft’s inertial navigation system (INS) using external data (output of additional

sensors, set of terrain reference points, or coupling with GPS receiver, that is, the case of aided
INS),

(2) initialisation and calibration of a weapon’s inertial measurement unit (IMU) using the data
from the carrier’s (aircraft or ship) guidance instruments, with additional assumptions on accuracy
of the carrier’s navigation instruments.

We could also envisage, as a separate case, correction of data from the weapon's gyros during
the independent flight (after the separation {rom the carrier) using additional instruments (mag-
netometers, GPS recejver, Doppler radar), but as far as the methods are concerned it coincides
with (1) and only the accuracy requirements for tactical applications may differ. Some authors
have reported (cf. [2]. [3]) on more recent and current research work aimed at finding an efficient
solution to this problem. A brief review of literature on transfer alignment is given by Barlow [4].

Usually the more complex system of aircraft’s inertial instruments is referred to in the literature as
a "master” NS, while the set of (usually strapdown) inertial sensors on a missile is called a "slave”
MU,

In this report we will concentrate on methods of aligning an unaided set of inertial sensors with
emphasis on low-cost strapdown guidance instruments applicable to gliding stand-off munitions,

Al methods of TA deseribed in the accossible literature are based on particular vector matching
technigques (dopondent on physical justification) and almost all use an algorithm for state identifi-
cation of stachustic systems known as a Kalman filker (KFY. The filter way be charactorised as a
minimum vanance estimator and its implementation is based on an assumption that probabilistic
descriptions of errore are available on.line during the estimation. Other techniques worth men-
tioning are the maximum likelihood method and stochastic or deterministic differontial games. It
soems thit deterministic adaptive modul following (often roferred to ax MRAC . 2 model reference
adaptive contral) with uncertainty paramoters bolonging to rome compact set {no specification of
storhastic behaviour of the poise is nevessary in this caso) may also be useful for our application.
In this review we cotcentrate only on the “mainsiteam approach™. Alternative mothods applicable
for such a particular identification problem as TA are briefly mentioned at the end of this report.

'riot to the description of methods for TA we briefly present basic formulae gsed for the estimation

problems (words : fltering, estimation, identification are used here interchangeably) by Kalman
filters
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2. THE DESIGN OF A KALMAN FILTER

2.1 Linear estimation

In the general case the equations for a linear discrete Kalman filter are as follows. The system
model is represented by N stochastic linear difference equations for the state vector z,:

2= Qe gdpny + lauey + D0y Ok & N(0,Q%) (1)
where @ is an N x N nonsingular transition matrix, I'y is an N x r input matrix with con-
stant entries, uy is an r-dimensional, deterministic (perfectly known) input (control), J; is an
uncorrelated white noise, referred to as a process noise, while I' (n x ¢ constant diagonal matrix)
determines the strength of the noise. In most of the discussed TA algorithms the term referring
to deterministic input is ignored. Including it causes a minor change in the state propagation
equation (formulae (5)-(5a)).

The measurement model is designed as a set of M equations

= Hixe+ o o0~ NG RY) (2)
with H being an M x N matrix and g, the white noise, referred to as a measurement noise.
Initial conditions are assumed to be known

E[£(0)] = ro.  E[(2(0) = 20)(2(0) = 6)T] = P (3)

where Fy is the initial covariance matrix giving a statistical measure of confidence that the states
are error-free.

Other assumptions are concerned with the correlation of the noise
l‘.it)kyf] =0, for k=12, ....8 and j=1,2,... M
ElgepTy= Roy,  for jik=12. ... .M {4)
l:‘{!hdf} z @y, for k=12 ...N
where &, denotes RKronecker delta function.
The state estimates are then extrapolated
SR T N {5)
*a -1 ¥ {
to obtain the components of the state-vector at the beginning of the k-th interval using the
values obtained at the end of the (k-1)th interval. With the deterministic input present in the
system model we would have
EREN BRTNEE S T {5a)

Error covariance extrapolation is calculated via the matrix equation

Pr o= @ul PL 00, +TQul (6)

[T
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Figure 1 General Filter Configuration
The Kalman gain matrix may now be calculated as :
EKi= P HIH.P;HT + R (7)
which in turn is used to update the state estimates
it = + K[z - Hidy) (8)
and the error covariance matrix
P} =l - KeHJPo <[ - KeHPI[T = Kl + KeReR] (9)

The whole process may be easily represented by the block-diagram shown ir figure 1.

The above formulae are valid only if the specific assumptions (on the linearity of the process,
white, uncorrelated noise and on initial conditions  are fulfilled. In particular one must remember
that the assumption on stochastic controllabilit - and observability is also applied to (11(2),
which means that {¢f. {5} for formal definitions)

F al € Y ST TR, 1) B

1= N}

for stochastic observability A
i {10)

[

al s Y S U, QU T, 9T, 1) 2 8

JRe=Na}

| for complete stochastic controllability

where 0 < o0 < & < o, When the above assumptions are satisfied the filter is uniformly
asymptotically stable (¢, [51). In the case when the system andfor measutenient model are
notilinear - ie. equations {1)(2) are replaced by (11)-{12) - and cither the lincarised or extended
Kalman Filter are used.
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2.2 Linearised KF

The system is modelled now by a system of stochastic nonlinear differential equation, in partic-
ular for a continuous case

i‘i = fi[x‘t)vu(t)v t]+Gx‘0!(t) ’ (ll)

with 9;(-) a white noise, 7 = 1,2,... , N, where N is the dimension of the process, G; defines the
strength of the noise and f(-) fulfilling standard assumptions, so it is lipschitzian with respect
to z; and continuous w.r.t. control variables. Both f(-) and u(?) are assumed to be piecewise
continuous w.r.t. time. The measurements taken at time intervals (fx,1;41) are modelled by
the nonlinear function

z(t) = h{x(te) te] + o(ti) (12)

where g(+) is defined in the same way as for the linear filter. It is further assumed that a nominal
(reference) state trajectory X,.; can be generated in such a way that it satisfies the deterministic
ordinary differential equation :

Xref(1) = f[xrep(t), nlt). 1] (13)
It is assumed that the deviations from the reference trajectory are small enough to justify the
use of linear perturbation technique.  In order to satisfy this requirement the same control
variables are used in nominal and real models. Denoting
X = X — Xpeg and consequently (14)
OX = X — X g(t) '
the process dx satisfies the nonlinear stochastic differential equation
éx = flx.ut] = fxre g u.t] + Gt)U(Y) (15)
Expanding the RHS of the above equation as a Tavlor series we have
W LI} + HOT. + Ginwgt) (16)

Ux

LEE P

& “ter discarding higher order terms the original nonlinear squation has its first order approxi.
mation :
ox = Fix.. o015 1]8x17) + Git)vit) {17)

where Fio)is an © by b matrix with entries being partial derivatives of f(-) evaluated along the
reference trajectory and Gt} is a diagonal matrix with entries €,(1). Similarly the perturbation
measuroment tuodel of discrete observation is obtained

datti) = HX,o gl 0 0% 4 olts) (1%}
where H is defined z ’
: dhix. t
ya fhixt (19)
dx we=m,, pily)

Converting equation {17) to discrete jorm and appiving the previously defined lincar flter

{equations (7) and (%)) we obtain an optitnal estimate of 8x{t) denoted by 5;:(:). Then the bes:
estimate of the total state is

Rile) = Xeog + Ex(12) {20}

The provedure ending in the 2bove estimate is calle! 2 Yincarised Kalman filter. The assumption
of small deviation from the reference trajectory is certainly the most imiting one and the next
approach tries o overcome this shoricoming of the linearised filter.
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2.3 Extended KF

'or the extended KI' the process of linearisation of state and measurement systems is repeated
after each evaluation of X, with the initial condition defined as the recent update of the state.

As a result the formulae for gains, state estimate and covariance matrix of the extended filter
may be expressed in the following way. The solution to the reference (nominal) equation with
the initial condition J'c(tt) is denoted x,./(2/t;). Then

K(tx) = P(; Y [t %45 )] H[te. (4 )P HT [, %(15)] + R(24)}
X(t]) = %(47) + 8x(t} ) = x(17 ) + Kt )z - h{x(2] ). ]} (21)
P(1}) = P(t7) - K(t)H[te, #(4)]P(1;)

The estimate is propagated from {; to t;;, via integration of nominal differential equations with
Xr. s replaced by x. Matrices F and H are defined in a similar way as for the linearised filter
except that the entries are now evaluated at each x(t;). Estimation of the covariance matrix
explicitly depends on the estimate of the state variables.

24 Reducing the order of Kalman filter

We could deal here with two possible cases : either we design a system and ubservation model
having a minimal number of variables and then use the standard algorithms described in 2.1
PR er i rhe inforeation on a snbeot of variablos of an existipg model ceases to be important.
or for some reason is unavailable, such variables may be excluded from further processing.
The reduction by design depends on the physical relationskip between variables, ie. choice of
particular equations for observation and system models. Examples of such filters applied to the
transfer aiignment problem are presented in 3.4, An exclusion of information on some subset of
ariables from further piocessiag is called a reduced order KF. There is a number of suboptimal
and aptimal techniques dealing with the reduced order RKF as discussed in [5] and [6].

Ore set of possible algorithms for optimal reduced order fltering is given by Simon and Stub.
berud 6. The theoretical derivation is illustrated by an example of a hypothetical ateollite
carrying a strapped.down IMU and two stas-trackers. Information from the star tracker is used
to calibrate the IMU's gyro-biases, scale factors and misalignments.

This particular techfuque s formulated in the fallowing way. The system model is assumed to
consist of two blacks

Feey = 4’}23 + 0 ﬁ??)
Qpey = }‘QZ& + E(Jﬂ& Rl T (23)

while the observation model may be prosented as
2 = ”;::, + Laﬂ& + Ok (24)
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where the vectors a and s are p-dimensional, : and g are m-dimensional, and the system and
observation matrices are of appropriate dimensions. Furthermore the standard assumptions for
v, s and p apply. that is they are uncorrelated white noise processes, with respective covariances
denoted by Ri, 5;. and Vi. The initial conditions for the system model are the gaussian random
variables witl: known means, say zp. &p. and covariances Xy and Yy. Simon and Stubberud
assume that (LZL;,) has an inverse and £, is independent of a,.

The estimates a, of a; are not required in the process so the system may be reduced from (n+p)
to (n). Instead of the output z; the anthors introduce the difference operator

-

Uer1 2 2epy ~ Lei Exli (25)

where L} is a one-sided pseudo-inverse with assumption that it coincides with L' if the latter
exists or

T -177 g

r= L L) N L (26)

The existence of L} requires p < m and that rank Le=p. The new difference operator replaces
the original observation medel, so now

Yest = Marie + wiyy {27)

with
Mi= Hopy b v Liesr + Ly A = L EcLLH {2%)
Wiy = Hig1Ve + Ligrse + 041 — Lesr Eelon {29)

However the measurement aoise is now coloured, so the standard assumptions of the basie
Kalman filter no fonger apply. The noise is correlated over one step with the covariance matrices
specified as

Flegawi  laWey = B RUD 3 LSl + Vo + L EoLIVuL B L], (30

Flveorwl s Weora = ~ Lo B LV {31)
Elwe,,uli=0  for ;| B )
Flawgwllz Vy + Lodal! (33
Elooaollz Qo 2 SR, {34
Fluwia9], = Qo (35
Eiwalis R, (36}

Finally the reduced order medel can be presented as :

Tesr Gz e 9 30
iy ™ Mz, » Wiet {as)
Yo = }’a!q + Wy (39}

with the ipitial condiions and covananess spavified as above. The authors then obtained the
minithum vanance, anbiaced estimate 2, of 7 Sawd on moasurement y,. which » generated
sequeatiaiiy via the following equations :

Povi = M M7 - Wit (PTUWT - MLOPTIWE L

-Wes *P;‘(‘f M&T + Wiy {40}
Cagy = ¢513.U3 - 0.(‘;5'{'“’3”,_ -Q-QZ (41}
Aes1 E Year = Jaorfa = Yaar = Made = W1 2P Ag (42)
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where Ji 1k 15 defined as the best estimate of yi,; based on yg.

Feat = Ouir + Cogt Pl Atk (43)
Jis1 = Oudi®) + R - Cogy P CLL (44)

where Ji,1 is the estimate error covariance.

A different approach for model reduction is presented by Kortum in {7]. The method deals
with the model reduction in the case when the system noise is either white or colour-d, while
the measurement noise has the classical white noise characteristics. In the case when the mea-
surement noise is also coloured we may apply the Simon-Stubberud method. The procedure
relies on splitting the n-dimensional state vector r into portions, say r, and r,, of order ny. n,
respectively, so ny + n» = n and {z] = [z), z3]. The initial set of system equations mway now be
written as

Sury + ¢y (43)

f1

Iy

[
I

» = floy. 2a.u. W) {46)

where u s aninput (control) parameter, and o an uncorrelated noise with power spectral density
¢ The measurement equations bave to be designed tn the form :

i[[!;*g; Q'ST)

ae
‘e

&

Hyr: + p: (48}
It & further assumed that measurements 5 are fairly accurate jn order to provide good infor

mation ou 5., that the matnx H; i nonsingular and that g, and py are white noise processes
with the specified power spectral densitio

le terms of modeliing navigational svstoms, Rortum suggests that equation {46) may represest
a nonlihear. coupled dynanmuc equation of ination, while (451 represents the sot of linearisod
kinematic relations including the angles and angular wiocity compononts. {t then follows from
the assumptions on the obawrvation mode; that accurate knowledge of all dynamic state compao.
rents is required T he values can e ditwetfy oblained from (481 and thea substituted iato (45)
1o vield

5 2 Py = @;;Il;':y - ¢n:”;'e: (49}
fr virw of 1482 5, can sow be interpreted as knowa iput {control) parametes, and p, bocames

the pracess goise, which st taen may now be assustd to be coloured. In this case the state
equations <hould he augniented to include

o= op; 4 4 {50}

whete o is white nouse. In the case when gy bevostes culoured naise. otber special algonithas
skould be applied icf. Maybeck 150

nah. .




2.5 Compression of data

The problem of data averaging for T\ has been considered by Powell and Bryson [N], and Bay-
Shalom (9]. The idea is to preprocess the measurement data between successive updates of the
Kalman filter. The filter's procescing time is usually longer (especially in the case of full order
estimation of gyro drifts, accelerometer biases, position, velocity and attitude errors) than the
measurement interval. The compressed data wonld be otherwise excluded from the algerithm.
The main motive for averaging is "to slow the filter update 1ate to save computation tune” [8}.
The technique is a trade-ofl between the total loss of information due to its exclusion and loss
due to the averaging.

Loss of information should be kept low to minimise estimation error. Therefore the Brys
Powell technique is applicable if :

1) entries of system and observation matrices (@ and #) vary slowly

2) the process naise 15 weak by comparison to the measurement noise

3} a prion state information outweighs the new information in measurement batch.

[ he investigations in isindicated that. for the particular problem considered. up to 235 obaerva
tions could be averaged with considersble computational savings and the most important factor
behind the decision on the number of observations that could be averaged is the process.to

mepsurement. qoise rato,

2.6 Parallel processing of information

Anather method of accommodating the conputational requirement assoeiated with often nonlin.
car ansd high dimendonal syatems is to decentralize RKE algonithm and allew parallel procewing of
infarmation Gardnes (108 discusad an algorithin which processes ogtputs of Doppler radar and
an nethial measgrment systomn i arder to estithate the susaligateat of senxors. The method,
cajted pain transfer algonthi, assutws processing inforration at local nodes {associated with
the senue s apd thep sending the estimates to central processar shich obtains global estimates
hased o6 full syatety model. Anotier method i proposed by Rao and Dutran Whyte (11 The
fullv deveatraiised algorithin totaliv elitinates the need for the hierarchiva: data processng,
local nades farm a comffishication setwark. weading their estigates to every othes noide and
sctimating wgne of the states of global model. Advantages of «<uck an approach are procented 1a
N
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3. IN-FLIGHT TRANSFER ALIGNMENT ALGORITHMS

3.1 General assumptions

Full-order (all states) estimation algorithms give on-line information on sensor errors i.e. pro-
vide current knowledge on either constant or dynamic misalighment (attitude and heading
compared with the carrier’s INS or difference in Euler angles referred to the aircraft’s axes) com-
bined with the velocity errors and errors resulting from gyro drift rates and accelerometer biases.
Assumption of constant misalignment angles excludes the effects of vibrations and flexibility and
a KF based on this assumption may not be suitable for realistic application. However, for the
sake of clarity, the presentation of transfer alignment methods starts from the simplest case
based on rate matching, which in turn is augmented to more complicated cases. For full order
modelling of an advanced Inertial Navigation System (as on the carrier aircraft) the following
variables could be included :

- components of position error r = |ry, rg, Tp| i.e with respect to North, East and vertical
axes,

- components of static (constant) misalignment vector ¥ = [vx, 7y, 7z}, ot 7 = [7~, 1E. 1D]
depending on the reference axes,

- components of dynamic misalignment due to structural flexure (low-frequency elastic defor-
mations) and vibrations (high frequency motions) 7(¢) = [nx(t), nv(t), nz(t)], so the total
misalignment angle will be denoted by ¢ where

~ b

=9 +0()
- vectors of angular rates of both "master” and "slave” guidance instruments (in case of angular
rate matching) wn, = [p.¢.7) and w; = [py, ¢, 7). and respective skew-symmetric matrices of
angular rates denoted by [w,,], [wsl,
- components of velocity vectors (when appropriate) denoted by » and v, for master INS and
slave IMU respectively, or errors in North, East and down velocity components denoted by

Av = [A’l-‘]\:, A'I‘E, A'UD]

- romponents of specific force denoted by f = {fx. fv. fz] or [fn. fr. fp] depending on the
reference axes, together with their coiresponding skew-symmetric matrix denoted by [f].

- vector #nd skew-symmetric matrix of linear acceleration denoted by ¢ = [a,, a,. a.] and [a]
respectively,

- gyro deifts and acreleration biases (notation ¢, V¥ respectively with the components expressod
in some chosen reference frame),

- gravity deflection and anomaly,

- altimete» ovtput and Lins,

- longitude and latitude angles denoted by X and L, with A and 8L referring to the errors in
respective quantities and sL, ¢l denoting sine and cosine oi the angle .

IR TaRd
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- earth’s radius and its angular rate denoted by R and (2 respectively.

The above notation tries to follow that of the siandard textbooks (cf. Britting [12]). However,
in some instances different symbols were intreduced in order to unify the approach.

Stand-off gliding munitions usually require only very rudimentary navigation and control sys-
tems. In many instances the guidance system is reduced to either a set of gyros or to a relatively
inexpensive AHRS (there is also an option of an aided navigation system, but it is outside the
scope of this report). However, when the seeker is not locked onto the target before weapoun's
release, i.e. when the missile trajectory can be partitioned into the mid-course and terminal
stages, the initialisation error together with the drifts and biases may cause the weapoun to
deviate from the planned path, which in turn may cause its failure to acquire the target.

Control of the roll and pitch angie in the mid-course guidance stage, together with bank to turn
manoeuvres in the terminal phase introduces the requirement for relatively accurate information
about rates, angles (attitude control) and accelerations to be supplied to the autopilot. Therefore
only a subset. of the listed set of variables need to be used in the KF models designed for aligning
the weapon's AHRS prior to its mission. A minimum set of variables should include the attitude
and azimuth misalignment and some modelling of flexural motion. Additionally one can also

include models for gyvro drifts and accelerometer biases, but such an inclusion depends on time
allowed for the TA.

In our analysis we shall make the following standard assumptions :
1) no equipment failure.
2) compatibility between TA and other functions sharing the same microprocessor,

3) master INS drift free, slave INS driven by relative error,

1) rigid or flexible structure of aircralt (different design of filter results from o particular as.
sumption),

5) data-latency problem solved (synchronisation of the outputs from IMU with the output from
the aircraft),

6} exact collocation between seekers reference axis and INS coardinates (i.e. coincidence of
coordinate axis directon).

The last assumption is not strietly required for the folloxing analysis, but we include it in the
above list 1o signal the possible problem associated with the terminal phase of guidance on some
classes of weapons.

After rough initialisation of the missile’s INU there is a choice of three fundamental procedures
{or rather sets of procedures) for the transfer alignment, namely position matching. angular rate
matching and velocity matching. These procedures may be considered with respect to either a
rigid or a flexible structure. with or without modelling of drifts and biuses, and applying any of
the presented filtering techniques. The basics of the procedures for TA are discussed in 3.2.3.5.

An unaided attitude and heading refereace system could be also "roughiy™ initialised by using
the attitude {angles only) data supplied by the aircralt INS. This however is not a case for
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"vransfer alignment” (as position, velocity or angular rates errors are not estimated), but what
could be called an attitude alignment with "coarse” initialisation via a statistical averaging
procedure. For the proper transfer alignment the required structure of information is discussed
in the following paragraphs.

3.2 Angular rate matching

Angular rate matching is a conceptually simple, but relatively inaccurate method for estimat-
ing the angular errors between two coordinate systems by using a suitable physical relationship
between their angular rates and the misalignment. The procedure for estimation of the mis-
alignment follows that described by Schneider {13]. The usage of the classical Kalmar filter i
justified by a formulation which relates linearly the misalignment angles to the differerce in
the angular velecity of master and slave gyros (it is based on an orthogonality assumpiion which
in turt relies on frequent updates of data from the aircraft).

The measurement vector is formed from the differences between the master and slave INS’s rates
so using the previously introduced notatior. w2 have *

. Ap P—DPs
2 2 Awp = | Agq =, — Vs, = 194 (51)
AT & r—r, k

The state vector z, is the unknown (estimated) misalignment zngle between the two reference
frares (denoted by v) :

Iy 1% [A@
re= || Ey= 1| =146 (52)
R 12l LAV

It is assumed that the aircraft structure is rigid, t.e. we deal with the case of constant imnis-
alignment (see Fig. 2). Then &,y = /. Vhk € . The system model is therefore

T = Tpoy ¥ {53)

where 0, is modelled by the Gaussian white noise of variance . Normally for implementation
purposes o would represent a white noise with spectral density taken as

Qi = oy {54)

where My = 1 = iy and o a suitable constant to introduce the noise. The choice of a is a
real problem, since it determines the speed of convergenze via covariance matrix updates.

Under the suitable assumptions that outputs of gyros in both INS's are known ind synchronised
and Al is small coough so the angular velocity vector does not change direction {at {, as
compared to fx.y) "appreciably”, the foliowing aigorithm can be darived.
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In angular rate matching the observation (measurement) equatinn is based on the following
sinematic relationship (see Schneider op. cit.) :
= TXW (55)

where the second term of the cross product refers to the aircraft’s p,q, and r. After some
algeoraic manipulations it reduces to :

0 r -g e
Ze=|-7 0 p| T+ |0 (36)
¢ -p 0], 03],

Thus the observation matrix H) is now being defined as

0 T —q
H.=j{-r 0 p (57)
g -p O

Full formulation of the filter would also incorporate the white noise g, characterised by spectral
density R,. This is introduced by Schneider as a diagonal matrix with entries defined as twice
the variances of th: measurement error in each gyro output denoted o3.

In the expliat form we have the following set of equations for the KF. Since the &, becomes
the "dentity matrix, the state equations assume the form

[A«» Ag ] h
Iy = | Af = { Aéb + {9, (58)
[A""J k Av] LEY

with v, the white noise witu previously defined spectral density ;. The measurement model
(with the differences of angular rotes, i.e. differences batween outputs of gyros, being the
ineasurzble quantities) is now

Fap 0 r —q1 Ao 0
= {Aq =ler 0 p| |20 +]e (59)
Ar], Le -p 0§, {Av], 2],

where o, has the spectral density defined ws By = 2051, (fy is 3 x 3 idoatity matnix).

The Kalman filter is implemented as follows With &}, BF wel' aefined initial conditions, the
state extimates and the covariance matrix can now be extiapolated

(3017 [30)"

__\'0 = .3.0 {(60)
RO T S

Pro= P+ Qe =P vadiyly (61)

and subsequently, RKalman gains matrix may now be calcu! stea

K =
[ 0 -r ¢ ] [0 r -¢ 0 -r ¢] 20 0 0 -t
P l ro 0 -pj l~r 0 p| Plr 0 =pl +[ 0 27 0
¢ r 0, le -p 0}, - p 0}, o 0 26lf,
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Figure 2 Misalignment for rigid structure.
, The matrix A’ is now :nsed to obtain the updates of state estimates ( :i':) and covariance matrix
(PF)
| + {
: Ad Ad Ap 0 r —q Ag !
i Ao =1A8| +RellAg] =j-r 0 p A8 (63) g
? Ay ], Ak} Arj, g -p 0], (Av], '
! 0 r -¢ !
’ P: = ]3 - I\'L. -7 0 p P‘: (64)
,. ¢ -p 0}.!
which are the starting values for the new cycle of computations.
y 3.2.1 Inclusion of flexibility and vibrations into the algorithmn
Augmenting Schneider’s algorithm presented in section 3.2 as it was originally derived in
[13]. we have now the total misalignment angle defined as ¢ £ 4 + 5(t) where 9 refers to the
static misalignment of the rigid structure while compenents of n(t) define dynamic bending
of aireraft structure. Since the bending is due to the stochastic factors the time history of 3
may be modelled with the xecond order Markov processes, while 4 = 0. The vector of state
variables 2 will consist of 9 components, the first three being the static misalignment and
the other 6 describing the time dependent flexure angles along three axes. The problem of
dynamic misalignment is presented graphically in Figure 3.
i It s assumed that each equation fo. bending angle may be written as ;
.. e - 1 .
o+ 2600, +£| =4, (65)
! : where index 1 refers to a particular axis. The equation as such describes the behaviour of !
i o a second order random process excited by a white noise input. Switching to the system of "
) first-order equation the vector of state variables is formed
] T T YR §
X' = [rnag 0]t =[x avarze e iy 2y iix iy 2] (66)
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Figure 3 Dynamic misalignment.
so now we can set up the continuous-state system model :
X = ¢x + ) (67)
or in the explicit form
0 0 0 O 0 0 0 0 0 17wl [907
000 O 0 0 0 0 0 Ty 0
0060 0 0 0 0 0 0 vz 0
dx 000 O 0 0 1 0 0 nxX 0
= =000 0o 0 0 0 1 0 ny 0 (68)
“ Jooo 0o o 0 0 0 1 0z 0
0 0 0 =&, O 0 -2 0 0 0y ¥y
000 0 =& 0 0 -2 0 iy vy
lo 00 0o o0 -€& o 0 2024 Lzt Loyl
The observation model (still linear ') will be based on the following relationship :
z:(:)(‘u.‘—i] (69)
or in matrix form
Ao 0 r —gq] [axtm X
A = ~r 0 p |yt -0 (70)
v g -p 0 12 + 02 N2
Using state-space form required by KF we have for the measurement model
5 - 0 r -q 0 r -¢ -1 0 0 I
2= in3|={-r 0 p -r 0 p 0 -1 O0|x+|e (71)
2 g -» 0 ¢ -p 0O 0 0 -1 P

The discretisation of the mode! follows from the relation

$, = I + AL,

(72)

nminn
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which is valid provided At is much smaller than the shortest period of the natural modes
of the continuous system (Gelb [14]). Under this condition the discretised state equations
assume the form defined by (1) with I' = Iy, namely :

. . . T
[vx w vz ax v 9z 9x Ay Nzl =

[ Yx
Ty
I 03 0, Yz
03 I At nx
~§% At 0 0 1-26xAty 0 0 Ty (73)
03 0 -£LAt, 0 0 1~ 2y Aty 0 nz
0 0 —£z8u 0 0 1- 26281 | 0x
Ny
- 7.72 4 f

+(0 6 0 0 0 0 9x 9y 9z]I

The state estimates are extrapolated using formula (5) and are augmented versions of equa-
tions given explicitly for the case of a rigid structure. Equations (6) can be directly used for
extrapolation of the covariance, where (J;_; is now a diagonal matrix with elements of the
main diagonal defined as

[@Aeoy. adtioy, adteoy. 0. 0, 0, 48%0% Aty, 483505 Aty 4835051, ] (74)

3.2.2 Specific forces (accelerations) wiatching for the measurement model

The measurement models of K¥ for angular rates matching may also be augmented with the
specific forces, if the outputs of accelerometers are available for processing Schuneider denotes
the difference in specific force measurements by :4 ¢ and then forms the suitable measurement

model :
Af N j X f r
Sa.k = Af = Af\ = j" - fy (73)
A!Z fZ k f? &
The observation model for accelerometers is based on the relation (see Schueider op. cit.)

Af=¢x{f+ () (76)

where €' is the contribution of the Coriolis force discussed later. In more couvenient matrix
form the previous equation may be written as :

Af =)+ [C)¢ (77)

In the case of a rigid structure and when the Coriolis forces are negligible, the above two
formulas may be reduced to

Af=yxf (76a)
Af={fh (77a)
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where ma. rix [f] is a skew-symmetric matrix and relations between the vector f and entries of
the matrix [f] ate the same as between w and (w], while the term C represents the correction
due to the centripetal forces experienced by the missile’s IMU and not present in outputs from
the aircraft. Although not given explicitly here, entries of C are functions of the distance
between the carrier/aircraft’s CG point and the missile’s CG and the angular velocity as
sensed by the INS. It is assumed here that the master INS is situated ideally at the aircraft’s
CG while the slave IMU is located at the missile’s CG. Giving the augmented observation
model in the explicit form we have

- Ap r0 ¢ -1 o1
Ag -r 0 P 22
A¢
Ar q ~p 0 o 03
= = N A8 78
i Afx 0 fz -fy + A + 04 (78)
Afy -fz 0 fx ko os
-AfZ-k - fY -f){ 0 k L 064 .

Since the same state variables are used in the basic observation model of accelerometers,
instead of matrix augmentation, two separate measurement models could be used (sequen-
tially) as originally suggested in {13]. In the case when flexibility is taken into account we
have the following measurement equation :

Fyx]
FAp T 0 r -¢ 0 r -—¢ -1 0 0° I
Ag ~¥ 0 P -r 0 P 6 -1 0 32
r ¢ -p 0O ¢ =-p 0 0 0 -1 : &
.= + [C(n, 1. 2
Af_\' k ¢ fz -f)' 0 fz —f}' 0 0 0 [ (1.1 u)]k :;)z k
Afy ~fz 0 fx =fz 0 fx 0 0 0 i
LA Sz ] L fy ~fx O fr =fx 0 0 0 01J, 7-)':_
.i)z.
+ler. o2 e g 050 06 s
(79}

Again here we could consider two separate observation models for the sake of computational
officiency.

Under certain couditions the inclusion of additional variables in the state model will not
contribyte to the accuracy of the alignment process. Before augmenting the dimension of
the filter to include gyro drift rates (either of the missile IMU or of both inertial systems)
analysis of conditions affeeting the process is necessary. For the elear-cut cases the conclusion
is (see (11, [11]) that if requirements for the final aceuracy of alignment are not too stringent,
the carrier-aircraft. executes some manocuvrees during TA resulting in large angular velocities,
the time allowed for TA is relatively short, and the drift rates are low, then the inclusion of
the gyro doift rates to the state model is not appropriate for low-cost AHRS.

The other extreme situation is when drift rates are high. duration of the alignment process
is in order of 1 hour, high accuracy of the alignment is demanded, and the input of angular
rates is relatively low, then the KV should include all equations modelling the gyro drift rates.
As far as the other cases are concerned detailed simulations of a number of models is needed
before the “optimal”™ (in terms of the speed and accuracy) sot of variables entering the state
model can be chosen.
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Further augmentation of the filter to include drifts and biases, as well as the detailed al-
gorithms for the explicit calculation of each entry constituting matrices ¢ and R is also
contained in [13].

3.2.3 Low order algorithm for angular rates and specific torces matching

Another algorithm based on rate matching is given by Harris and Wakefield [15]. Instead
of considering static misalignment 4 and dynamic component 7 separately, they designed
the models for the total misalignment angle (, thus limiting the system model to 3 first-
order ordinary differential equations. In particular they considered the angular rate vectors
in the "master” and "slave” frames w,,, w,, and determined the time-derivative of total
misalignment angle : '

( =ws = Twn, (80)

then proceeded with the approximation of the direction cosines matrix taking
T(()=1+ M(S) (81)

where M is a skew-symmetric matrix. The above formula is valid only for small misalignment
angles. Substituting (81) into (80) using the relationship M(w)(=-M{{)w and noting the
difference between the actual and measured quantities gives the basic system model of KF

= MWS)C+ Aw® + Ac+ Av (82)

where (¥) refers to the measured quantities, M(w} ) coincides with the previously defined
matrix (w5 ]. Ae denotes the difference between master and slave gyro drifts, while the last
term refers to the difference in gyro quantisation noise.

The above model is then iimplemented in the KF structure by treating Aw*® as a known forcing
function and assuming that combined differences between the gyro drifts and quantisation
noise have Gaussian characteristics.

As a measurement madel acceleration and/or angular rate matching vectors are proposed.
Summarising, the above mnodel could be presented in the form of a discrete KF in the following
way. The system model is taken as :

G I rd -qAlL o Ap v,
(y = | =rdil; } p.)fk (y + Al] At + ')y (53)
(‘: k Q‘l‘k —PAIE 1 ke lc: kel Ar k-l 1’9 P

The suggested observation {measurement) model would be either acceleration (or rather
specific forces) matching or angular rates matching. In the first case we have

I"l. ‘Afr 0 Iz = [y s O
3 & A/g =|-fs 0 Ix Oy + | oy (84)
:3 & Af’ & !Y -f." 0 & CR & g! &

while for the second caze the discussed observation equation would be similar to the first of
Schneider’s model presented in 3.2 (except that the state vector 9 is replaced by (). When
specific force matching, is used for the above measurement model, we require total information
to be available from the master’s and slave's accelerometers and gyroscopic instruments,
which may be 100 rigorous a requirement for practical implementations. When angular rates
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matching is used, only gyros outputs are needed for the algorithm. For the former case the
following equations form the KF algorithm. The state extrapolation is expressed by

: &1 1 rAl —qAy &7 Ap]
§ Cy = | —rAt, 1 pAL; Cy + | Aq t Aty {83)
el gAte -pBt 1 | LGl 1O
Error covariance matrix is extrapolated via
T
1 TAtk _thk 1 TA“- —thk
P, = | -rAt 1 pAL P:-l S ZAY 1 POl + Qs {86)
qAt, —pAi; i & gt —pAt, 1 J .
The Kalman gain matrix is now determined by
T T
0 fz -ty 0 fz -fy 0  fz =fy
Ke=P | -fz 0 [fx -fz 0 fx | Pll-fz 0O fx | +
fr -/Ix 0 ], fr ~fix 0 ], fyr =fx 0 |, (87)
i
2% 0 0 -
: 0 23 0
0 0 202},

where the matrix R, (the last term in the bracket) was assumed to be the same as in {62).
Then the state estimates and error covariance matrix updates are given by

v R Af o fz =i [é&]
G =G| +RAL) - |~fz 0 Sx Gy (88)
C.‘ k ‘:r k Af' i f)' _f.\‘ 0 i Cr &
0 fr =Jy
[ A O S A (89)
jY 'f.\. 0 &

The augmentation of the original et of equations (83) follows from the inclusion of Aw to
the svstem model (as a part of the state variables vector). The dynamics of Adw is modelled
by

where subseripts Fand v refer to low-frequency flexure and vibratory motions. The measure-
ment model is formed from the angular rate watching vector and is given in [38] as

= Adut = Actp (91)
The above is a short-cut version of the formal measurement model relating the observed
; quantities to the state vector [y, dwj. as in this case
r (g. b
M
, 0001 0 o0]|Y os
: Ag=|0000 1 0 ;;4-9, (92)
¢ Larl,
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Finally we have a case when the system noise is assumed to be coloured. The system model
has to be now augmented to include the set of equations

() =ai(t) i=1,2,....6 (93)

where a(1) is now assumed to be a white noise process. The vector of state variables will be
in this case
T
T =7, Aw”, ¥7] (94)

Harris and Wakefield also give reasons why, in theory, a low-dimensional filter may outperform
(under certain circumstances) the augn.ented version. Firstly, the augmented filt2r is based on
less accurate modelling and the measursmicnt of Aw via angular rate matching can produce
greater uncertainty in the misalignment-angie estimate. The low-order (3-state) model is
based on the measurements containing the vibration- and flexural noise and some of these
uncertainties (viz. vibrations) should be removed via direct incorporation of measurements
into the process (assuming good-quality gyros). Secondly, when the filter is run at the
update rate of the order of the maximum vibratory frequency and additionally assuming that
measurement of angular velocities wy, , w, are incoming at higher rates then the integration of
the lower-order model, using the measured angular rates uay remove the uncertainty at the
update times to a greater degree than could be achieved with the high-dimensional model.

Additionally, adaptive estimation of entries of the covariance matrix is better suited for low-
order models.

Harris and Wakefield's approach is similar to one presented earlier by Schultz and Keyes [16]
{(and also to the results contained in [17]) in which acceleration and angular rates matching
were used to align a missile’s strapdown inertial sensors to the aircraft reference frame.

Schultz and Keyes presented results of the simulation based on two measurement models :
acceleration matching only, and acceleration combined with rate matching. Their simulation
results have shown that XF with combined measurement model requires about 3 seconds for
alignment during a 3-g lateral S-shape manceuvre and about 7 seconds for a straight and
level flight with » small oscillatory roll, while the KF using acceleration matching only has
achieved an alignment in about 15 seconds daring the 3-¢ lateral manosuvre and does not
provide sufficient alignment capability for any low-g manoeuvre profiles.

3.2 Case of op-ground alignment

An angular rate mat:lung technique has been also used for on-ground alignment in an ap-
proach given by Kortum {7]. The problem was concerned with alignment of an uncalibrated
INS at rest. he basic model is formed by three squations being the linearised kinematic rela-
tion for the platform aagles. Denoting 5. 74 and 9p the platform angles about East-West,
North-Seuth and the vertical axes respectively we have :

1E 0 Q. -] [ P
invp=l- 0 0 w4+ |9¢ (95)
L] €2 0 o0 ™0 r

The rates p.q. and ¢ are available from the gyros. Since the gyvros outputs are corrupted by
noise {drifts), the equations for system model now include all components of {1). The mea.
surcment model uses the fact that the outputs of acceleromstors mounted on the horizontal
plane should be proportional to misalignment angles vz, ¥~

PO e comaar

o oy e

o R




e oo

v N

o

s (S,

20

Since we are concerned mainly with in-flight alignment, the detailed discussion of results
contained in [7] lies outside the scope of this report. However the method used for the order
reduction and some results concerning the modelling of gyro drifts and accelerometers biases
are included in the following paragraphs.

3.3 Modelling of gyro drifts and accelerometer biases.

The modelling of drifts and biases of inertia! instruments needs to take into account the type
of hardware ~nd the environment it is applied to (viz. gimbulled and strapdown INS). Since
in this review we do not consider a particular application of the transfer alignment algorithms,
the ways drifts could be accounted for in the filter will consequently vary. We discnss here a
number of models, but the choice of a particular one fer implecientation depends on the type of
hardware used.

The first of the presented models was given by Baziw and Leondes in [18]. The gyro drifts rate
is modelled as

& = e, + [, 757w+ (AL, Ks,, Olag +w*[K2 o + o3 [h Y Jag (96)
while the model for i-th accelerometer error is
Hum, = Vo +[Kq,. an. aclar + a3k} Jay (97)
where the fo.cwing notation introduced in the Baziw and Leoudes’ paper is used
T _is the bias of it~ i-th accelerometer,
ay is the thrust acceleration in the i-th accelerometer (gyro) coordinates,
H o, is the scale facior of the i-th accelerouister,

ay, is the misalignment of the i-th accelerometer’s jnput axis in the plane of the input and
normal axes,

ae, i the misalignment of the i-th accelerometer’s input axis in the plane of the input and cross
axes,

A _, is the seale factor of the i-th gyro,

s, (10,1 is the misalignment of the i.th gyro input axis in the plane defined by input and the
spin (output) axes,

Ky, (K<) is the i-th gyto error coeflicient due to mass unhalance along the input {spin} axis.

[W]1ix a symmeotric matrix where the elements on the main disgoaal represent accelerometer’s
nonlinearity along the i-th axis,

the entries of I\';,, are the cross-axes sensitivity of (1. i-th accelerometer in the j-k plane.

{Isf] is also a symmetric matrix where I\'fm are the error coeflicients seansitive to the angular
velocity componenuts w,uy for the i-th gyro,
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" + I3 . . * .« at
[K? ] is an asymmetric matrix whose elements are the error coefficients sensitive to the acceler-
ation components a;a; (anisoelastic effect) for the i-th gyro.

Kortum [7] presented a particular case for modelling of the drift of gyroscopic instruments by
interpreting it as Gauss-Markov process. The model was given in following form :

e=e+d +d°+9 (98)

where ¢ is total drift, € is a bias term, d" is a random ramp. d° is a correlated noise, and 9 is,
as previously defined, a white noise. In the form of state equations (98) can be presented as:

i=0 (99)
d = (100)
¢ =0 (101)
d* = T;'d 4+ 9° {102)

where Ty is the correlation time constant. ¢” is the slope of the ramp and v° is a white noise.
For practical modelling only the first three equations were used for North and East axes, while
the full set was used for the vertical channel. It was found that the basic set of state-model
equations for the Kalman filter had to be augmented by 10 states to include all significant terms
describing the behaviour of gyro drifls.

The accelerometers are modelled in similar way, the total error Aa consisting of the bias term
V. random ramp ¢, two correlated noise terms 6%, b and a white noise . There was a
significant level of white noise. since that term accounted for the instrument ersror and for the
signal-transmission error, so the model was formally written as :

e, =NV +b0"+b +56% + 0 {103)

The model describing the dynamic behaviour of the error consists of 5 first-order differential
equations. Consequently, the state vector used by Kortum in his system model for misalignment
fef. formula (95)) was augmented to 23 components. Rortum discusses also the problem of
order reduction following the analysis of covariance of the full order model. The model reduction
follows the elimination of the staies {and their dynamic equations) which do cot inflyence the
hehaviour of the system in a significant way, and those which are not observable. The resulting
reduced order models are discussed in more detail in 3.5,

In the case of the dmplest modelling (¢f. [13]) gyro drifts can be represented by a constant, so

the corresponding model is
€, = {) (104}

Another option i+ to represens them either by a random walk in which case
. =d, 9 ~ N(0.Q,) (105}

or by first order Markov procesies. so
6= B+, (106)

where ,J, ane suitably chosen cosflicients.
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The accelerometer biases V may also be modelled by any of the equations (104)-(106). If the
initial assumption on the aircraft's INS is to be kept (i.e. the information supplied from aircraft
via interface is not corrupted by any error) then the models discussed in 3.2. and 3.3 can be
further augmented by inclusion of 3 states describing the behaviour of strapdown gyro drifts and
3 states modelling accelerometer biases. If the assumption is removed, then we have to augment
the models by 6 and 12 states respectively. Table 1 summarises the modelling assumptions and
resulting dimensions of state models for the linear Kalman filtezing applied to the TA using
angular rate matching techniques.

Dimensions of KF (state models)
for angular rate matching

Schneider’s model Harris- Wakefield model
Rigid structure 3 .
Flexible structure 9 3
(+) Gyro drifts on missile 12 6
{4) Drifts on INS (aircraft} gyros 13 9
(+1} A elerometers biases 1821 12-15

Table 2. Dimensions of K} - comparison of algorithms.

Inclusion of bias terms into the state vectors has an obvious result in the increased dimensions o;
the state mtrices. which contribute to computational problems (matrix [Ho (¢ P2 &) | +
FQual « B7Y which s part of an explicit expression for the Kalman gain, must be {ound
for each step of the procedure). An interesting example of incorporation of bias estimation into
the KE was given by lgrani {19]. Two separate, decoupled Kahman filters were designed, one for
each set of states {one set deseribes 2 lineansed kinematic or dynamic model, while the other
deals with slowly changing biases). [t is axcumed here that biases states, although not strictly
constant, will andergo only limited vanation in time.

The model under considesation . designed using the following assumptions :

Cthe N x| state vector (2] is formed from N} and N dimensional voctors 2!, 22 (N + N, = N)
each that {2} = [£°) 57)

CixY, and (27] reprewni the dvnamic states {(angular rates, beading angles, total misalign.
ment angles ete. . depending on the choics of technique) and the bias states (gyiv and/ov
accelerometerj respechively, at the k-th update paint,

- system and observation noise parameters satisfly the usual assumption of livear KF {(sew chapt.
1L with kpowe power speviral deasities,

- sotise of the dysanic statos and biases are corrolated: this dependency is expressed in ihe fonn
Ta = 2g 4 My:? 1107)

where the star tefors to those states which are not cotrelated with the bias and Mg is a knowa
matny
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- the initial error «ovuriance relationships are

P, = P} + MoPa Mg (108)
Pz = MoPys (109)

where Py, Pz, P2 are the covariance matrices of initial estimation errors of 2o, z% and z3.

Thus the model of Ignani [19] may be presented (using somewhat different notations) in the
following way. The system model is

2k = Apr2h_y + Bearzi_g + 9%y (110)
el =al | +9° (111)

while the measurement model at the n-th update point is
2= Lz + Crel 4 0 (112)

The Kalman filter matrices may now be presented in the following way

@:{A B] H=[L C)

0 I
P Pl‘.’] [er ONQ]
P = = “
{le Pay ¢ On, Qg2
while the gains matrix will be partiticned in the form k' = [K?, K*7. Using these relationships
we have
IRCEING)
X = -0 (113)
[x2 k 0 I, xt)Jk-l
P rpll P12}—_ [4 B] [PII 1)12]+ [A 3]7 +[Qr‘ ONn] (114)
kT l_le Poj, 10 I),_ {P1 Paol,_, 10 1), [On @),
A _[zL oL -
[}:,Q]A:Pk [C,L{[Lc]kpk {(,Luzk} (115)

)
P{:{I-[ﬁ.z] [é] }P; (116)
k k
#1817 NER -
[i’z]k N [’32]&‘*‘1“{%*[1‘ C][jg]k} H

The block structure of system, observation and variance matrices leads to the design of two
independent estimators for the dynamics states and biases vector. The formulae are given
explicitly in {19].

3.4 Velocity and position matching.

A separate set of methods are those relying on velocity information and not directly utilising
information on angular rates (in a sense that the difference of the rates enters neither the system
nor observation vector, but it 11ay be used as an entry in the system or observation matrix).
If the above condition is not fulfilled and differences in velocities as well as the differences ol
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angular rates enter the system and/or observation vector, we shall refer to the resulting models
as augmented, or "combined”.

Velocity and position matching methods for transfer alignment have been discussed in numerous
publications - for more details see - [1]-[4], [8], [18]-[26]. Only standard approaches and models
will be discussed in detail.

Farrell in [26] proposed an algorithm for TA based on the 9-dimensional system model with
state-variables vector formed from velocity error, misalignment angle and drift components in
the from 2 = [Av, ¥, ¢]. Physical relations leading to the model stem from an the extension of
discussion given in previous paragraphs. For the system model we have

Av=(x [+, (118)
(=e+, (119)
é=—1/re+ Vo (120)
while the observation model may be written as
FAv, ]
Av,
Av,
Av? 1000000O0O0TO (x or
z=fdeyf=101000000O0 G |+ jey (121)
Aet 001! 00O0O0O0OTO (. 0:
(1'
¢y
L ¢,

The complete transfer alignment algorithm with flexibility taken into account is based on 15
states vecior for the svstem model (9 states from the last medel plus 6 first order equations
modelling the flexibility. ef. earlier approach by Schneider - described in 3.2). A simulation
block diagram for the proposed algorithm is presented in Figure 4.

Bar-Ithzack [25] developed a full 9-state filter with the state vector consisting of 3 position errors,
corresponding North, East and down velocity errors components and the misalignment errors.
He then analysed the possible order reduction by experimenting with 7- and 5-state filters, then
further reducing the order with a set of 3-, and 2-state time-sharing filters. Some of these rexulits
are discussed in the yext paragraph.

The vactor of states of Bar-Itzhack’s Y-state model can be written as :
r=ra v, ros dexy Segy Aeps an. ok 1)) (122)

so the (continuous, state-space system model may be represenied by the equation

r=Qr+d (123)
where the matrix ¢ is defined in the following way
0 AL ! 0 0 0 0 0 ]
Al 0 AL @ R T
A VYA 0 o 1 6 0 0
@u ‘t’-“ 0 0 = A sl I 0 “fl) ff,‘
0 "15 0 Z&‘.lo 0 Z“L d[) 0 —J‘ J (124)
LI PP -1 <Zel -C -fg fx 0
Bk e XA 0 om0 0 -UsL &
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K4 - the damping gain in altimeter damping loop

=04+
Z =204+ A
+
by = —f-ﬂ'ﬁ"g
Py = -f—{tl + Kyl

Qel, A
Pip = - (T * RcL)

Jrtanl
b= T

_ fo+g4 fetan l
R

_ ff: = |
025— I + C'Acl

vy Stan L

=t
tanl ¢ vo
¢:9——T(L‘AHL+ l‘)

03:\ =

L 2%

while the noise vector ¢ is

(0. 0. 0. . ¢7




b el c——

26

The "truth model” used in [25] for the comparison of the simulation results includes 24 states,
and the performance of the designed filters was analysed using a true covariance simulation
program (including the states of "truth model” and the differences between the values of the
states produced by the filters and the corresponding values obtained from the "truth model”).

Sutherland [27] investigated the applications of KF for transfer alignment using the optimal
control techniques to determine manoeuvres which minimise filter errors. He gives the following
five-state system model

Av,, 0 0 0 g ay Avg, V.
d | B 0 0 -9 0 -a; Av, Vv,
Sl =] 0 B 0 v o—ul| G|+ (125)
Cy -R1 0 -w, 0 Gy J €y
¢, 0 = o, -wr 0 G €,
with observation model defined as
Av,,
Av
z|_f1 00 00 LY 01 \
[zz]"[o 100 0] Y +[92 )
Ce

The presence of acceleration terms in the system matrix was instrumental in determining op-
timal manoeuvres for the alignment. Additional assumptions, which made the application of a
linear optimal control technique possible, were : constant speed, chosen maximal value for the
terms of horizontal acceleration and known initial rms misalignment errors and other stochastic
parameters. The control parameter was chosen to be the heading rate of change, while the per-
formance index minimised the mean square of errors of the misalignment angles at a specified
final time. The found solution (as can be expected with linear control problems and the bounds
on control parameters specified) indicated the necessity of applying the switching control with
maximal rate of change of heading angle (bang-bang solution).

Bryson in (8] designed the following 5-state model (horizontal components of velocity vector and
misalignment angle) used for the description of errors of an INS with local level, North-pointing
platform :

"Ny 0 (202 + pro) fa 0 ~fu Avg
Ay = (20 + pre) 0 -J& fr 0 ] Avy
| o= 0 0 0 (2 + pN) -PE w
115 l 0 0 —{Qn + pa) ] (S + pu) "
N 0 0 PE -8 + pyr) 0 I

-¢* /RS Rg + ny
[ ~g* | R* RN + nn
+ ! o
Oy
L
(127)

where
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The model was used to derive a simple formula for identification of misalignment as a function
of the flight profile. For the straight and level flight the "fast observer” for East-West tilt was
expressed as

A | Avg  Ary .
TE =7 [(290 tou) =+~ - 7E] )
g (128,
n - 1 A'UN N
¥e=7E+ v e(0)=0
while for the heading error the equations for fast observer are
- 1 Av Ar )
V=< [(290 +pu) =2 - =~ "‘7N] )
T g R
(129)
. _ s lbvg s (0) = 0
W= N )=

Bryson and Powell derived also the fast observers for misalignment during manoeuvring flight
(constant-altitude, constant heading deceleration-acceleration and constant bank angle turn).
Details are contained in [8].

Baziw and Leondes in [18] presented a number of different designs for the Kalman filter based
on velocity and position errors (being first and second integrals of the accelerometer outputs) for
the observation model. It initially includes the errors due to scale factor, biases and a correlated
noise modelled by Markov processes, although it may be reduced to just position and velocity
errors (+ white noise).

‘The state vectors (for a number of the system models presented) inciude some of the following
variables : positions and velocities, random vibrations modelled by second order Markov pro-
cesses, coloured noise, misalignments, biases, drifts, master INS error parameters, observation
error parameters, and the error vectors of the nominal positions of the master and slave guid-
ance instruments. The dimension of the state vectors varies from 6 to 51, the preferred option
consisting of 36 variables. Baziw and Leondes also discussed the possibility of including the
angular velocity observations into the model.

Yamamoto and Brown (2] described an algorithm for alignment of an inertially guided air-to-
surface strategic missile based on position matching (latitude, longitude) for the measurement
model and a 10-state system model. The state vector includes two position errors, horizontal
velocity errors, three misalignment angles and three states of gyro drifts, so usiug our notation
= [P tes dony Avp. I YE- T (N B q_)]T. the measuremont model can be written

as
2 1 ¢ 00 0 0 00 00 . .

“[:,,Jz[oloooooooo"“" (130)
“he proposed filter was examined during a complex simulation analysis. Captive flight of missiles
has been simulated, together with a separate assessment of the Kalman filter for the carrier and
for the missile. Since the lower limit of the missile’s alignment error depends on the accuracy of
the data supplied from the carrier’s INS, prior to the data transfer the carrier's inertial navigator
is aligned (from cold-start conditions) combining the data from the doppler radar and position
fix radar. The simulation process described in [2] is presented in Figure 5.

Kain and Cloutier [28] presented an analysis of 24 state, 6 measurement Kalman fiiter imiple-
mentable on 25 mHz M68020 microprocessor with M68882 coprocessor. Using this particular
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Source : Yamamoto and Brown [2].

harware configuration the propagation and update cycle time of 28 milliseconds was achieved.
The states include velocity erros, angular differences, physical alignment errors, accelerometer
and gyro biases and scale factor errors, and gyro g-sensitive drifts. The Monte Carlo simulation
! was performed for the truth-model consisting of 42 states (24 states for the filter and 6 third
order Markov processes for the wing flexure modelling). The misalignment error was less than
| mrad per axis and the convergence time less than 10 seconds.

IR, T

e Sl wmprmans.
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3.5 Reduced order filters.

The models derived by Bar-Itzhack (cf. [25]) have been used for in-flight alignment (five states
! model) and transfer alignment (seven states model), the latter including information on position

error. The filter based on reduced order models is designed for relatively fast (approximately

3 minutes) alignment of aircraft’ INS. The first two second-order filters (presented later as A

and B, see equations (133)-(136)) describe velocity error in straight and level flight. The third

order filter C modelled by equation (137) describes the behaviour of velocity error during the

horizontal (S-shaped) manoeuvre. The reduced order filters operate in time-sharing mode thus
; saving computational effort.

The filters operate in sequence and their operation has been synchronised with the flight profile.
During about 30 seconds of straight and level flight filters A and B operate in an alternate
ay, with no filter being "frozen”. When one of the two filters does propagation and update

i.e full KF operates (equations (1)-(9)), the state vector of the other is just being propagated

(equation (5)), which only requires a knowledge of entries of the state matrix and the state
i vector calculated in the preceding time interval. After that period the estimated value of North

i and East misalignment angles are removed from the output of inertial seusors (which is refetred ' ﬁ

to as resetting control) and the third order filter C estimates yp. This part of the alignment

was performed in about 3 minutes (simulation results quoted by Bar-Itzhack show convergence

for a lateral S-shaped manoeuvre lasting about 210 seconds).
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P The five state model chosen in {25] for in-flight alignment is
Avy 0 291) 0 g Avn % J
! ’ d Avg -20p 0 -g 0 —fN A'vE‘ 192] :
b < | w|= 0 R 0 + [ U3l (131)
N 1E ~-R7* 0 -0p QN 'm 9
' } YD 0 —%—L' 0 -QN 0 J YD ?s :
; ‘ with corresponding observation model | i
I
i AvN ;
A‘UE t
2] _ |11 0 0 0 0 ny ‘ '
[22] = [0 100 0] Wt [ng] (132)
1E
1D ;

The seven-state mnodel for transfer alignment includes two horizontal position errors (ry and
rg). Time sharing reduced-order filters were designed in the following way :

Filter A 2
‘ d [Avy] _ 0 g [Avw JuN
| dt [ TE ] B [—R“‘ 0] [ 18 | ¥ 9 (133) i
{
i z:lo[A””]+ 134 i
? 1 [ ] vE ny ( ) '
% Filter B "
; d [Avg] [ 0 ~g} [AvE] [1902
d [ TN ] - [R“ 0L | T [dan (139)
Vg v
n=(10 9 3
1=(10] [ .,N] +n2 (136)
¢ Filter ¢
|
} ¢ Al',\- 0 29)\,‘ fﬁ‘ ] At’[\' t’z-N
i m Que | = | -2wn 0 -fn Aup | + | dop (137)
| 10 0 koo || 4p 95,
! At'N.
z 1 0 0 n
i ‘= : ‘ ‘
- MR IR N 1
10 |
Using the approximate relation i.e.
,, i R'=0 ,
] Qx =0
4! i .
§ % [11] also gives the following simplified models :
[} i 13
| Filter A J
' Aex| [0 g [Avn vuN
! dt [ gl ] B [0 0] [ 18 ]+ ["’ws] (139)
‘

¢
¥ -




—

——

30

Filter B A 0 A s
= il R PO B vE 140
dt[w} [0 OHW]"L[M] (140)
Filter C
d Avy 0 0 fg Avy LY
;i—i' Avp | =10 0 —fn Avg | + | 95 (141)
D 00 0| w B

The results of the simulation studies quoted in [25] confirm the adequacy of simplified filters
(their performance degraded by less than 2% than filters with no approximation introduced in
the state matrices).

Kortum (7] investigated possible reductions in the order of the Kalman filter using covariance
analysis. The results from the simulation of the full-size 15-states model were compared with
lower order models (ranging from 3 states to 7). The following conclusions were reached. When
the T-order filter provided the bounds for accuracy, reduction of the order to 4 states did not
influence the accuracy of estimates of the remaining states in the short period of time. For the
time interval of 10 minutes the only noticeable effect concerns the influence of gyro drift about
the North-South axis and its influence on yx. Reduction of the order to 3 states only was not
recommended (the accuracy of the estimate of 45 was appreciably affected without the inclusion
of the estimate of the corresponding drift rate).

Note that all the methods of this section require knowledge of velocity and/or position. Thus,
although they may be superior to angular rate matching methods. they are not applicable to
attitude and heading reference systems which do not compute the full navigation solution.
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4. CONVERGENCE OF FILTERS AND COMPUTATIONAL REQUIREMENTS

Divergence of the Kalman filter produces growing estimate errors, which are larger than theoreti-
cally predicted. It is generally caused by mismatched or uncontrollable ("undisturbable”) system
models. Controllability/observability conditions should be applied to the derived models before
proceeding with the simulation. Among the methods for preventing divergence are pole shifting,
eigenvalue constraints and added noise (see [5] and [29] for details). Another problem arises in
an efficient implementation of a particular form of Kalman filter (viz. usage of Joseph form for
covariance matrix and square root filtering in order to maintain properties of the covariance matrix).

Mendel {30] analysed the computational problems associated with the implemeutation of code for
KF algorithm. The following table summarises the requirement in terms of number of multipli-
cations and additions needed for KF where N is the dimension of the state vector of the system
model, while M is the dimension of the state vector of the measurement model.

Variable Additions Multiplications

State variables extrapolation N? N4 N

Covariance matrix extrapolation =~ 4N3 — 3N? 4N3

Kalman gain NM@2M + N -2)+ M3 M(M? 4+ N? 4+ 2MN)
State update 2MN 2M N

Covariance update M3 4L N3 M -1) N3 4+ N*M

Table 2. Computational requirement of KF.
Source : Mendel [30].

Assuming that 5 psec is an upper limit for addition or multiplication Table 3 compares the execution
times for some of the presented methods for transfer alignment.

Method N M Time (1 cycle) in milliseconds
Rate matching ;

Schneider A 3 3 3
Schneider B 9 3 40
Rate and acceleration matching :

Sehneider B 9 6 50
Harris-Wakefield 3 3 3
Velocity matching :

Farrell ] 3 40
Bar-Itzhack T 3 20
Bar-Itzhack 3 2 2
Bar-Itzhack 2 ! 0.5
Position matching :

Yamamoto-Brown 10 2 50

Table 3. Time requirement for TA computation

The above numbers should be treated as an approximation of the upper limit of the time needed
for one cycle of calculations assuming that both additions and multiplications take 5 usec. The
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time needed for calculations may be further reduced if the philosophy of the design follows some
general rules. These include (cf. [5] for details) :

(1) Reduction of the state dimensions while maintaining the basic characteristics of the system.

(2) Simplification (i.e. linearisation) of the model by neglecting (or replacing by the linear term of
an expansion) the nonlinear terms, couplings etc.

(3) Using the symmetry of matrices, sparsity, and block-decomposition method.

(4) Using precompute values, known approximations and prefiltering (viz. compression of data) to
make sample periods longer.

(5) Implementation of a "square root filter” as a way to remove the double precision requirement.
(6) Approximation of stored constants as powers so multiplications are replaced by shift operations.
(7) Efficient programming practices.

The order of the Kalman filter should be considered in view of the time allowed for the alignment

process. The shorter the time allowed for the process the fewer the number of variables to be
included in the state vectors of the system/measurement models.

Systematic design procedure of a Kalman filter for the transfer alignment problem should consists
of a number of steps (cf. [5] for a general case) :

(1) Developiment of a mathematical model for the transfer alignment. At this stage it may be
necessary to include the models of both inertial guidance instruments (master and slave TNSs) and
possibly an interface if it is known to contribute to time lags. Flight simulation (6DOF) using the
complete model usually follows and is validated with experimental data. Error analysis then leads
to any necessary changes in the models.

(2) Generation of full order Kalman filter followed by a covariance analysis.
(3) Reduction of order by removing some of the variables especially cross-coupled terms, employing
approximations, possibly deleting uncoupled noncontributing equations. It may lead to a number

of models. Design a proper KI° should include an analysis of each model.

(-1) Covariance performance analysis for each reduced order filter. Each of the models is to be ™fine
tuned”. which in particular includes the choice of initial values of variance of covariance matrices.

(5) Monte Carlo simulation and analysis of the best designs from the previous step.

{6) Solection of the design based on analysis of the performance versus computing efficiency (real-
time requirements).

(7} Implementation and operational tests.
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5. CONCLUSIONS

Presented methods differ with respect to computer memory required, conditions for convergence
and consequently the time of alignment process. Combined rate and acceleration matching achieved
convergence in less than 10 seconds (during the lateral manoeuvre), while the rate matching alone
required the time of order of 1 minute. Velocity matching methods (see 3.6-3.7) required 3-5 minutes
(with the exception of the method reported in {26]), while position matching algorithms developed
for aided INS (cf. [64]) needed 20 minutes to attain a steady-state. However, these numbers should
only serve as a very general indication, since the conditions of experiments varied. Another factor
is the computational time required per cycle of Kalman filter algorithm, which depends on the
number of system and observation variables. Given the same hardware configuration it ranges
from 0.5 milliseconds - in case of 2 system variables and 1 observation variable needed in one
velocity matching method - to 50 milliseconds in case of 10 system variables and 2 observation
variables (position matching method).
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